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Background 

• 16% of traffic crashes are result of poor pavement conditions according to NHTSA*.

•  $25 billion per year, estimated costs of pavement maintenance. according to a 
study FHA in 1997**.

• Developing low cost and automated maintenance techniques is necessary.

• * National  motor  vehicle  crash  causation survey: Report to congress ,” National Highway Traffic Safety Administration 
Technical Report DOT HS, vol. 811, p. 059, 2008

• ** summary  of  shrp  research  and economic benefits of pavement maintenance,” Federal Highway Administration, Tech. 
Rep., 1997.
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Dataset

• Images from 3 different countries with 4 classes of damage types.

• Images gathered using a smartphone installed on dashboard of a car.
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Method
• EfficientDet

• Rinput= 512 +φ·128 Wbifpn= 64·(1.35φ)       Dbifpn= 3 +φ Dbox=Dclass= 3 +[φ/3]
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Evaluation Metrics

2020 IEEE Big Data Big Cup Challenge

• F1 per Competition rules 

• AP metrics : 
• recall and precision of a robust object detector are not altering much, with varying 

confidence.

• AP50, AP75, APs(objects with area<322) APm, APl (objects with area>962) and mAP.
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Augmentation

• Transferred augmentation strategies learned through AutoAugment*. 

• Trained A D0 network using 25% of the Training Set, for 150 epochs.

•  Trained Networks using most-effective policy(policyV1)
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* “Learning data augmentation strategies for object detection” By Zoph et al.



Training

• Used K-means to find optimal anchor box ratios.

• For small EfficientDet Networks (D0-D4) Used 3 V100-16GB GPUs.

• Mixed precision Training and syncBN Normalization provided by apex.

• Exponential moving average used with weight decay of 0.9998

• initial weights are transferred from EffcientDet model trained on 
COCO dataset.

• Other parameters are similar to original EfficientDet Implementation.
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Results

• Results
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Results
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Results

• Discussion on results.
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Results
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Results

• Tested on local roads
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Conclusions

• A family of efficient and scalable models for road damage detection is 
introduced. 

• Model can be chosen based on with respect to hardware and time 
constraints. 

• As time performance of models shows no ensemble or TTA is used.

• Transferred augmentation policies for other works.

• For Future It is suggested to revise dataset.

• Evaluate reliability of dataset with more Images from different 
countries.
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